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Abstract

Recent approaches to multilingual open-
domain question answering (MLODQA)
have achieved promising results given abun-
dant language-specific training data. How-
ever, the considerable annotation cost lim-
its the probability of these methods for un-
derrepresented languages. We introduce a
few-shot learning approach that generates
large-scale multilingual data from large lan-
guage models (LLMs) with minimal super-
vision for MLODQA. Our method begins
with large-scale self-supervised pre-training
by exploiting WikiData, followed by train-
ing on high-quality synthetic multilingual
data generated by prompting LLMs with
few-shot examples. The resulting model,
FSMODQA, significantly outperforms ex-
isting few-shot and supervised baselines
in MLODQA and cross-lingual and mono-
lingual retrieval. =~ We further show our
method can be extended for effective zero-
shot adaptation to new languages through a
cross-lingual prompting strategy with only
English-supervised data, making it a general
and applicable solution for MLODQA tasks
without costly large-scale annotation.

1 Introduction

Open-domain QA has demonstrated impressive
performance by employing the retrieve-then-read
(Figure 1(a)) pipeline (Chen et al., 2017), which
is built upon dense retrievers (Karpukhin et al.,
2020) and efficient generative readers (Izacard and
Grave, 2021). However, this success has been pri-
marily limited to English, leaving the multilingual
setting under-explored. This limitation is mainly
due to the difficulty and costs of creating high-
quality and balanced human-supervised training
data for languages other than English. More-
over, multilingual open-domain QA introduces ad-
ditional challenges with retrieving evidence from
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multilingual corpora, requiring the underlying re-
trieval system to be capable of both cross-lingual
and monolingual retrieval (Asai et al., 2021b).

More recently, efforts have been made to create
multilingual open-domain QA benchmarks from
existing multilingual machine reading comprehen-
sion tasks (e.g., XOR-TYDI QA (Asai et al.,
2021a)) and by translating English datasets (e.g.,
MKQA (Longpre et al., 2021)). These datasets
have enabled various approaches to address mul-
tilingual open-domain QA problems, including
iterative data augmentation (Asai et al., 2021b)
and extensive additional pre-training on Wikipedia
texts (Abulkhanov et al., 2023; Jiang et al., 2024).
However, these methods still heavily depend on
abundant high-quality language-specific data for
fine-tuning, making them less effective solutions
when language resources are limited. Therefore, a
more generalisable approach to multilingual open-
domain QA should aim to mitigate this reliance
and be capable of facilitating language adaptation
with minimally supervised samples.

In this paper, we present FSMODQA, a method
for Few-Shot Multilingual Open-Domain QA us-
ing minimally-sized supervised data (i.e., up to
5 per language). Our approach consists of two
core components: a self-supervised pre-training
objective on multilingual corpora; and a synthetic
data generation pipeline that prompts a large lan-
guage model (LLM) using few-shot supervised ex-
amples. Concretely, we generate question-answer
pairs from WikiData triples by leveraging LLMs’
In-Context Learning (ICL) ability. To facilitate
ICL prompts, we incorporate ChatBots to gener-
ate curated input-output pairs, which serve as ex-
amples for prompting LLMs to generate millions
of questions from WikiData triples across vari-
ous languages. After generating these question-
answer pairs, we identify the supported Wikipedia
passages through answer string matching. We
further gather cross-lingual answers and evidence
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Figure 1: Left (a): The process of multilingual open-domain QA. Middle (b): training strategies: 1)
self-supervised pre-training; 2) fine-tuning on English QA; 3) translate English QA to target languages;
4) use English data to prompt LLMs to generate target language data; 5) use few-shot in-language data
for LLM prompting. Right (c¢): Performance comparison (Avg. F1) on the XOR-Full dataset.

passages through Wikipedia language links to fa-
cilitate cross-lingual retrieval. Employing this
generated data, we train a multilingual model with
a joint objective for retrieval and QA, producing
a promising pre-training model (Figure 1(c)) for
subsequent few-shot learning.

In few-shot learning, we leverage LL.Ms for data
generation from few-shot examples. For each tar-
get language, we feed the few-shot examples to an
LLM and prompt it to generate question-answer
pairs from a given document. The few-shot ex-
amples are assumed to encapsulate the QA style
and distribution of the target dataset, enforcing
the LLM to generate synthetic data with similar
characteristics through ICL. With abundant data,
the pre-trained model can be further fine-tuned to
achieve superior results (Figure 1(c)). As an unsu-
pervised alternative, we explore a zero-shot cross-
lingual prompting strategy that uses data from
other languages as prompts for data generation,
and we show this is almost on par with few-shot
prompting (Figure 1(c)).

We evaluate FSMODQA on various datasets,
including cross-lingual and monolingual retrieval,
and multilingual open-domain QA. We observe
notable improvements over competitive few-shot
baselines, with +5.1% gain on retrieval and +8.4%
gain on multilingual open-domain QA. To fur-
ther test FSMODQA’s language adaptation ability,
we conduct zero-shot adaptation experiments us-
ing our cross-lingual prompting strategy on fifteen
languages. This adaptation improves performance
in both monolingual retrieval and multilingual QA
significantly, achieving results that are superior or
comparable to strong translation-based methods.

!Code and all data will be released upon acceptance.

2 FSMODQA

2.1 Self-Supervised Data Construction

Figure 2 presents the self-supervised training data
construction process, which we discuss in detail.

Sampling Factual Triplets. Our self-supervised
training dataset is constructed based on Wiki-
data (Vrandeci¢ and Krétzsch, 2014), a multilin-
gual knowledge base consisting of fact triplets
linked to millions of entities. We manually select
50 common properties (Appendix Table 9) based
on English and consider all triples associated with
these relations. We then gather fact triplets in the
desired target languages through language links.

Generating Questions. Given a triplet 7 =
(s,7,0), we aim to write a question ¢ about the
head entity s’s property r with the gold answer
a being the tail entity 0. One can use relation-
specific templates to efficiently transform each
triple into natural questions (Sciavolino et al.,
2021). However, this method lacks diversity, mak-
ing triples with the same properties generate ques-
tions with similar surface forms. Instead, we adopt
a generative approach by using a LLM to automat-
ically generate questions with more diverse styles.

Specifically, we first sample five triples for each
property and prompt ChatGPT (gpt-3.5-turbo)
to generate three questions for each triple. This
process yields a curated set of high-quality ques-
tions: K = {Si, Ti, 04, qi}f”zo.

We additionally generate questions with Yes/No
answers from the same set of sampled triples. It
is easy to generate Yes questions. For No ques-
tions, we need to create false fact triples from ex-
isting triples. Specifically, we randomly replace
a triple’s head or tail entity with the most similar
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Figure 2: Pre-training data construction pipeline: (1) transform WikiData triples into QAs using LL.Ms
for each target language L, and (2) identify in-language and cross-lingual positive passages from the
head entity’s Wikipedia page and through language links. English translations are added for readability.

Wikidata entity, and check the perturbed triple is
not a valid fact according to Wikidata. We then
generate questions using ChatGPT as before. Ex-
amples are included in Appendix Table 10.

Subsequently, these curated questions are used
as in-context learning (ICL) examples to prompt
a smaller LLM to transform all sampled triples
into natural questions. We use Gemma-7B (Team
et al., 2024) as the LLM and include the prompts
we used in Table 11 in Appendix.

Multilingual Positive Passage Identification.
As shown in Figure 2, for a question ¢/ and an-
swer a’? derived from a triple (s7%,7,07%), we
gather all passages from the Wikipedia page 1/7¢
linked by s?“ and add passages containing a/® as
positive D", If no such passage exists, we use
partial match and select the one with the highest
lexical overlaps with a’® as positive. We further
include positive passages in other languages to fa-
cilitate cross-lingual retrieval. We first translate
the triple into target languages (s”,r,a’) using
language links and identify cross-lingual positives
by searching a’ in the Wikipedia page W' linked
by s” as above. This derives monolingual and
cross-lingual positive passages D, = D;" U Df.
We generate 18.7M (g, a, D,) triples across 8 lan-
guages in total, denoted as MLWIKIQA.

2.2 Few-shot Synthetic Data Generation

Few-shot Setting. The main idea of FSMODQA
is to amplify a limited number of annotated ex-
amples into a substantially larger volume of syn-
thetic data by prompting LLMs. In this work, we
consider XOR-TYDI QA (Asai et al., 2021a) as

our target dataset. For each language in XOR-
TyYDI QA, we randomly sample five triples K =
{(gF,aF, dF)}>_, from the training set as few-shot
examples. Each triple contains the question, an-
swer, and the ground truth passage. We ensure
that three examples are span answers, while the re-
maining two are Yes and No answers to align with
XOR-TYDI QA distribution.

Prompt-based Question & Answer Generation.
We populate a hand-engineered template with our
few-shot language-specific examples K and use
them as the ICL examples to prompt LLM. Given
a randomly sampled passage d* from language L,
we append d” to the template, and the LLM is ex-
pected to generate a relevant question ¢~ and an-
swer a” in language L. We further constrain the
answer a” to be a span within d”, a property of
the original XOR-TYDI QA dataset.

Many questions classified as unanswerable
in Clark et al. (2020) can be answered by referring
to English Wikipedia (Asai et al., 2021a). These
questions are included as cross-lingual questions
in XOR-TYDI QA. To simulate this scenario, we
generate synthetic cross-lingual data from English
passages. We first use Google Translate to trans-
late the few-shot examples to English: K’
{(¢F™, qF, af™ aF,dE™)}5_,. Subsequently, we
use these translated few-shot examples K’ to fill
another template and instruct the LLM to gener-
ate QA from a randomly sampled English passage
d®™, first in English (¢®", a®™) and then in target
language (¢”,a’). Similarly, we restrict a®" to
be a span within d¥. We include the prompts we
used in Tables 12 and 13 in Appendix.


https://huggingface.co/google/gemma-7b
https://translate.google.com/

Data Filtering. We employ a method based on
Natural Language Inference (NLI) to enhance the
quality of our synthetic data. NLI techniques aim
to classify whether a hypothesis text is entailed
by, neutral, or contradictory to a given premise
text (Bowman et al., 2015). They have been
widely used for identifying factual errors in text
summarisation (Laban et al., 2022) and hallucina-
tions in machine-generated texts (Honovich et al.,
2022). In this study, we employ NLI methods for
data filtering (Yoran et al., 2024). Given a syn-
thetic example (g, a,d), we consider the source
passage d as the premise and the concatenation
of the generated question ¢ and answer a as the
hypothesis. We retain an example only when the
premise entails the hypothesis.

In more detail, we apply a novel local-to-global
filtering mechanism. In local filtering, we evaluate
whether the originating passage d entails the syn-
thetic QA (g, a) pairs. We take the output prob-
ability of the entailment label as the score and
keep examples when the entailment score exceeds
a threshold 7;. In global filtering, we use a pre-
trained model (i.e., the self-supervised model in
Figure 1 (b)) to perform retrieval for the question
q and obtain a set of passages ﬁq. We compute an
entailment score vector X € RIP4l, with each en-
try being the entailment score between (g, a) and
aretrieved passage d € ﬁq. We then apply a max-
imum pooling operation max(X) to derive the fi-
nal score. The intuition behind this is that a valid
(¢, a) should be supported by at least one of the re-
trieved passages, which aligns with open-domain
settings. Similarly, we retain only those examples
whose scores surpass a predefined threshold 7. In
this way, we end up having 1.7M synthetic data in
total across 7 languages, denoted as FSMLQA.

2.2.1 Zero-shot Cross-lingual Prompting

Our few-shot setting relies on a few annotated ex-
amples to generate synthetic QA pairs in target
languages. However, this approach encounters
significant challenges when the target language is
extremely low-resourced, making it nearly impos-
sible to obtain even a few examples. For this set-
ting, we explore zero-shot prompting, which uses
cross-lingual examples to prompt LLMs to gener-
ate synthetic QA pairs in target languages.

We consider two zero-shot prompting settings.
In English-Prompting setting, we use English QA
data to fill up a template and use it as the prompt
to ask LLMs to generate QA pairs from passages
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Figure 3: The unified model for passage retrieval
and question answering.

randomly sampled from the target language. In
Multilingual-Prompting setting, we assume access
to a handful of examples in a held-out language
set. We randomly sample five multilingual ex-
amples from this held-out set to populate another
template, and prompt LLMs to generate QA pairs
in target languages. We include the prompts used
in Tables 14 and 15 in Appendix.

2.2.2 Data Sampling

We sample synthetic data for training based on
answer length from a geometric distribution [ ~
Geo(p), keeping a good balance between short
and long answers to match the distribution of
XOR-TYDI1 QA. We empirically set p = 0.4 (u =
2.5) for all languages except for Japanese, which
we set p = 0.1 (1 = 10) to favor longer answers.
We truncate the answer length to 30 when comput-
ing the distribution.

2.3 FSMODQA Model

Model Structure. As shown in Figure 3, we em-
ploy a single encoder-decoder model to perform
both passage retrieval and QA tasks. The first half
of the encoder functions as a dual-encoder with
shared parameters, which separately encodes the
question ¢ and the passage corpus D. Addition-
ally, we append an instruction to the question to
inform the language of the target answer: "Answer
in {lang}". A LayerNorm operation, followed by
average pooling, is applied to compress the inputs
into single vectors: E, and {Ey,|d; € D}, which
are used for matching via dot products. The top-
k most relevant passages to the question are se-
lected: D, = argtopky cp(Ey - Eg;). The em-
beddings of the question and each top-k passage
in D, are concatenated and fed into the remaining
cross-encoder layers. Finally, the cross-encoder
embeddings are flattened and incorporated into
the decoder through cross-attention to generate the



answer a, following the Fusion-in-Decoder ap-
proach (Izacard and Grave, 2021).

Model Training. FSMODQA is first pre-trained
on MLWIKIQA and later fine-tuned on FSMLQA.
In self-supervised pre-training, we use a simple
contrastive loss and answer generation loss to train
FSMoODQA. The dual-encoder is updated by con-
trasting the paired question passage against the tar-
gets of other questions in one training batch (i.e.,
in-batch negative). Formally, for i-th training ex-
ample, the loss function L’isl is:

o Pai Pa,) T il
N (BaBa) 10gHt=1 P(at|a<t:Qi7di)
j=1°¢

—log

The pre-trained FSMODQA is subsequently
fine-tuned on our synthetic data through an end-
to-end training mechanism. The dual-encoder is
trained using signals derived from the answer gen-
eration task, with the cross-attention score from
the decoder serving as the target for assessing
question-passage relevance. For i-th training ex-
ample, the loss function is formally defined as:

ﬁ?et = K]L(Prel('mi7anLHP‘Ia("%a DIJi)):
Prei(+|gi, Dy;) = softmax(Ey, - Eq,, ..., Eqy, - Ed‘%‘)’

d;| SG(CA(0,h,
Pca('|Qi7qu‘) = Ztho Zz‘t:](‘) w | dj € qu

where D,, is the passages returned by the dual-
encoder itself and P, is the target distribu-
tion gathered from the decoder’s cross-attention
scores. SG signifies stop-gradient, which prevents
the decoder from being affected by the retriever
loss, and CA denotes the cross-attention score at
the last decoder layer. The term O refers to the first
output token, H is the number of cross-attention
heads, and |d;| stands for the length of passage d;.

The entire model is optimised to generate the
target answer a; given g; and relevant passages
D,,. The final loss is: L.,, = Ll + L&, where

e2e
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3 Experiments

3.1 Datasets and Metrics

We evaluate on the XOR-TYDI QA dataset (Asai
et al., 2021a), with XOR-Retrieve for cross-
lingual retrieval and XOR-Full for multilingual
open-retrieval QA. We conduct zero-shot eval-
uations on two benchmarks, MIRACL (Zhang
et al, 2023) for monolingual retrieval and
MKQA (Longpre et al., 2021) for multilingual

open-domain QA. For XOR-Retrieve, we use the
February 2019 English Wikipedia dump as the re-
trieval corpus and the same dumps from 13 lan-
guages for XOR-Full and MKQA (Asai et al.,
2021a). For MIRACL, we use the monolingual
Wikipedia preprocessed by Zhang et al. (2023).
Following prior work, we evaluate models at Re-
call@5kt (top 5000 tokens) on XOR-Retrieve;
F1, exact match (EM) and BLEU on XOR-Full;
nDCG@ 10 on MIRACL; and F1 on MKQA.

3.2 Baselines

We compare FSMODQA with three ranges of
baselines: (i) Zero-shot baselines ("-En") fine-
tuned on supervised English-only training data.
We consider Natural Questions (Kwiatkowski
et al., 2019) as the default. (ii) Supervised base-
lines that fine-tuned on human-annotated multi-
lingual data (i.e., XOR-TYDI QA). (iii) Few-shot
models that improve zero-shot baselines with only
a few supervised multilingual instances.

Retriever Baselines. For XOR-Retrieve, we in-
clude: (1) Zero-shot retrievers: translate-test
methods: DPR+MT (Asai et al., 2021a) and
ReATT+MT (Jiang et al., 2022); models pre-
trained on multilingual Wikipedia: CLASS-
En (Jiang et al., 2024) and LAPCA (Abulkhanov
et al., 2023) (2) Supervised retrievers: multilin-
gual dense retrievers: mDPR (Asai et al., 2021a),
CORA (Asai et al., 2021b), Sentri (Sorokin et al.,
2022), QuiCK (Ren et al.,, 2022); token-level
dense retrievers: DrDecr (Li et al., 2022) pre-
trains ColBERT on WikiMatrix (Schwenk et al.,
2021). (3) Few-shot retrievers: SWIM-X (Thakur
et al., 2023) generates massive synthetic data from
LLMs through a summarisation-then-ask tech-
nique. CLASS (5-shot) fine-tunes CLASS-En on
our 5-shot examples. For MIRACL (Zhang et al.,
2023), we include two supervised retrievers: fine-
tuned mContriever (Izacard et al., 2022) and Hy-
brid that combines the results of BM25, mDPR,
and mColbert (Khattab and Zaharia, 2020).

Reader Baselines. (1) Zero-shot baselines:
translate-test methods MT+DPR, ReAtt+MT, and
GMT+GS generate answers from English re-
trieved passages with question and answer trans-
lations. (2) Supervised baselines: BM?25 does
in-language retrieval with an extractive multilin-
gual QA model; MT+Mono first applies BM25
and then MT+DPR if no answer was generated.
Fusion-in-decoder methods (i.e., CORA, CLASS,



R@5kt

# Total Pre-training Fine-tuning

Method Backbone - pyrams Data Data Ar Bn Fi Ja Ko Ru Te |Avg
Zero-shot Retrievers

DPR+MTT mBERT 220M — NQ 524 62.8 61.8 48.1 58.6 37.8 324 50.6
ReAtt+MT* T5-L 583M — NQ 67.3 71.0 293 61.8 67.0 61.2 66.4 | 60.6
CLASS-En* mT5-L 410M Wikipedia NQ 66.7 78.6 66.6 60.2 63.2 582 782|674
Supervised Retrievers

CORA mBERT 55TM — NQ + XOR 427 52.0 49.0 32.8 435 392 41.6 | 43.0
mDPRT mBERT 55TM — NQ + XOR 489 60.2 59.2 349 498 43.0 555 |50.2
Sentri XLM-R 560M — NQ+TQA+XOR 56.8 622 655 532 555 523 803 | 60.8
QuiCK mBERT 55TM — NQ + XOR 63.8 78.0 653 635 69.8 67.1 74.8| 68.9
DrDecr XLM-R 278M  WikiMatrix NQ + XOR 70.2 859 694 651 688 688 832 | 73.1
LAPCA XLM-R 560M Wikipedia NQ + XPAQ+ XOR 702 838 79.6 69.7 73.6 755 83.1]| 765
CLASS mT5-L 410M Wikipedia NQ 70.6 849 71.0 66.0 726 70.0 819|739
Few-shot Retrievers

SWIM-X (7TM) mT5-B 580M mC4 SWIM-IR 579 750 656 59.3 589 64.6 744 65.1
CLASS (5-shot) mT5-L 410M Wikipedia ~ NQ + XOR (5-shot) 67.0 78.6 65.6 59.0 63.6 59.0 79.5| 675
FSMoDQA (100K) mT5-L 410M  MLWIKIQA NQ + FSMLQA 663 79.3 67.8 664 656 73.8 752 | 70.6
FSMODQA (1.7M) mT5-L 410M  MLWIKIQA NQ + FSMLQA 634 80.6 67.5 66.0 66.7 743 75.6 | 70.6

Table 1: Results on XOR-Retrieve dev sets. Best performance is in bold. T and * denotes results reported
by Asai et al. (2021a) and Jiang et al. (2024), respectively. Others are copied from original papers.

Seen Languages

ar bn en fi ja ko ru

te

Unseen Languages

es fa fr hi id sw th zh de yo |Avg

Supervised Retrievers
Hybrid
mContriever

673 654 549 672 57.6 60.9

532 60.2
66.4 684 442 652 56.8 58.8 51.2 79.0

64.1 594 523 61.6 443 44.6 599 52.6 56.5 374
42.8 489 46.2 450 458 67.7 70.7 494 423 484

56.6
554

Few-shot Retrievers
SWIM-X (180K)
FSMoDQA (100K)

60.2 57.1 34.7 40.6 40.8 433 49.7 559
644 63.6 454 64.7 55.1 49.6 50.0 76.2

334 363 64.3 33.0 39.5 40.0 56.3 63.3 50.2 36.5
40.5 43.7 36.5 43.2 42.6 50.2 60.4 432 36.7 60.2

46.4
51.5

Table 2: Monolingual retrieval results on MIRACL dev sets. Best performance is in bold. Hybrid scores
are taken from Zhang et al. (2023). mContriever and SWIM-X are copied from Thakur et al. (2023).

Sentri, LAPCA) use retrieval-augmented gener-
ation, generating target language answers from
multilingual retrieved passages. (3) Few-shot
readers: Gemma (5-shot) (Team et al., 2024) and
LLaMa3 (5-shot) (Touvron et al., 2023) prompt
LLMs with few-shot examples and retrieved pas-
sages using the template in Table 16; CLASS (5-
shot) fine-tunes CLASS-En on few-shot examples.
We use the same 5-shot examples for all methods.

3.3 Implementation Details

With the proposed self-supervised data construc-
tion method, we generate 18,735,159 triplets for
pre-training across 8 languages, with statistics in
Appendix Table 17. We initialise our model from
the mT5-large checkpoint (Xue et al., 2021) and
pre-train it using the loss function L for 100K
steps with a batch size of 800 on 16 A100 GPUs
for 64 hours. We set the learning rate to 5 x 107>
with 10% steps of warm-up, and linear decay to 0.

With our few-shot data generation method, we
obtain 1,746,156 question-answer pairs across 7
languages included in XOR-TYDI QA after data

filtering with 7; = 0.5 and 7, = 0.8, with detailed
statistics shown in Table 17 in Appendix. For fine-
tuning, we first train the pre-trained model using
NQ data for 8K steps and then on FSMLQA for
6K-14K steps depending upon the size of the sam-
pled training dataset, with the loss function Lepe.
We set the batch size to 128 and the learning rate
to 5 x 107°. We apply an asynchronous passage
update mechanism, where we periodically refresh
the retrieved passages for each training query us-
ing the most recent checkpoint every 1K steps.

3.4 Retrieval Results

XOR-Retrieve. Table 1 shows that FSMODQA,
fine-tuned on 100K synthetic data, surpasses the
few-shot SWIM-X (7M) by 5.5% at Recall@5kt,
despite the latter using substantially more syn-
thetic data generated by a significantly larger
proprietary LLM (Palm-2). This indicates our
method’s great efficiency in training and data gen-
eration. Further scaling up the training data to full
size does not improve retrieval accuracy. In ad-
dition, we find that fine-tuning CLASS, a sophis-



- . . F1 Macro Average

Method Backbone lfazg;alls Pre-lt)l:tl;lmg Fme]:)-:::mg . ‘ =
Ar Bn Fi Ja Ko Ru Te ‘ F1 EM BLEU

Zero-shot Readers
MT+DPRT mBERT — — NQ 72 43 170 79 7.1 136 05|82 38 6.8
ReAtt+MT* T5-L 1.19B — NQ 15.0 10.5 1.8 13.1 149 154 82 |11.3 55 95
GMT+GST — — — NQ 18.0 29.1 13.8 5.7 152 149 156(16.0 99 149
Supervised Readers
BM25T — — — XOR 31.1 219 214 124 12.1 177 - - - -
MT-+Mono mBERT — — NQ + XOR 158 9.6 20.5 12.2 114 160 0.5 (173 7.5 10.7
CORA mBERT+mT5-B  1.14B — NQ + XOR 429 269 414 36.8 304 33.8 30.9|34.7 25.8 23.3
CLASS mT5-L 1.23B Wikipedia NQ + XOR 49.1 32.0 46.7 44.1 384 399 41.1|41.6 325 282
Sentri XLM-R+mT5-B 1.14B — NQ+TQA +XOR 52.5 31.2 45.5 449 43.1 41.2 30.7|41.3 349 30.7
LAPCA XLM-R+mT5-B 1.14B  Wikipedia NQ + XPAQ + XOR 53.4 50.2 493 44.7 49.5 493 38.9(47.8 38.7 355
Few-shot Readers
Gemma (5-shot) Gemma 7B — — 13.4 19.0 21.7 20.2 20.5 23.0 23.4{20.2 122 153
LLaMA3 (5-shot) LLaMA3 8B — — 227 13.2 229 17.8 19.0 19.2 28.9(20.5 12.8 15.6
CLASS (5-shot) mT5-L 1.23B Wikipedia NQ + XOR (5-shot) 32.3 28.1 29.9 25.7 29.5 27.7 24.7|29.8 20.5 21.2
FSMoDQA mT5-L 1.23B MLWIKIQA NQ+ FSMLQA 41.3 354 39.6 41.5 35.0 38.2 36.3|38.2 27.9 244

Table 3: Multilingual QA results on the XOR-Full dev set. Best performance is in bold.  and * denotes
results taken from Asai et al. (2021b) and Jiang et al. (2024). Others are copied from original papers.

Method ‘ Da De Es Fr He Hu It Km Ms NI No Pl Pt Sv Th Tr Vi cn hk tw Avg
Supervised Readers

CORA 304 30.2 32.0 30.8 15.8 184 29.0 5.8 27.8 32.1 29.2 25.6 284 309 85 222 209 52 6.7 54 218
CLASS 283 323 333 31.2 103 23.1 30.6 7.1 247 30.2 284 25.6 29.3 289 14.1 248 19.0 8.0 7.8 6.7 222

Few-shot Readers

FSMODQA | 34.8 333 385 348 19.5 284 319 7.5 36.7 34.1 355 184 334 372 151 248 99 9.1 86 7.9 250

Table 4: Zero-shot multilingual QA results (F1) on MKQA. Best performance is in bold. "cn": "Zh-cn"
(Chinese, simplified). "hk": "Zh-hk" (Chinese, Hong Kong). "tw": "Zh-tw" (Chinese, traditional).

ticated pre-training method, on the same set of
5-shot examples, lags FSMODQA by 3.1 points.
This shows our method of amplifying data through
LLM prompting is superior to direct fine-tuning.

MIRACL. Table 2 shows that FSMODQA sur-
passes the few-shot retriever SWIM-X by 5.1%,
although SWIM-X generates synthetic data on
each MIRACL language through 3-shot prompt-
ing, whereas FSMODQA is exclusively trained on
synthetic data generated from 5-shot examples of
XOR-TYDI QA and thus, evaluated on a zero-shot
manner. We further divide languages into seen
and unseen groups based on FSMODQA’s train-
ing data. It outperforms SWIM-X on all seen lan-
guages and 7 out of 10 unseen languages, except
on zh, fr, and de. We suspect SWIM-X benefits
significantly from large-scale synthetic data gen-
eration on these high-resource languages.

3.5 Multilingual QA Results

XOR-Full. In Table 3, we show FSMODQA
achieves the best results in few-shot settings, out-
performing CLASS-En (directly fine-tuning on 5-
shot examples) by 8.4% and directly few-shot pro-
moting LLMs for QA by 18%. Compared to

supervised readers, FSMODQA surpasses CORA
and other pipeline methods while achieving results
comparable to the rest. It is also noteworthy that in
two low-resource languages, FSMODQA outper-
forms comparable supervised baselines in Bengali
and achieves a closer match in Telugu, indicating
the effectiveness of our method in handling low-
resource languages.

MKQA. In Table 4, FSMODQA achieves the
best zero-shot results on MKQA in almost all lan-
guages, with an improvement of +2.8% compared
to supervised CORA and CLASS. This suggests
that training on our synthetic data can well gener-
alise to other new languages, indicating that gener-
ating synthetic data for each target language may
not be necessary for language adaptation.

3.6 Ablation

We perform ablation studies to justify each design
in our method, with results shown in Table 5.

Cross-lingual data improves cross-lingual abil-
ity. Excluding cross-lingual synthetic training
data enhances performance in answering questions
that require only the retrieval of in-language pas-



| XOR-Full |XOR-Retrieve

In-LG Cross-LG  All  Retrieval | CL-Retrieval
Avg. F1 Avg. Fl Avg. FIRM@100| R@5kt
FSMoDQA 46.8 31.2 36.9 75.0 70.6
- CL Queries| 49.3 30.0 36.8 72.0 68.4

| Ar. Bn Fi Ja Ko Ru Te Avg

FSMoDQA 40.6 34.3 38.4 40.7 329 37.7 339 36.9
- Data Filtering | 39.0 31.7 37.4 39.2 323 355 35.3 358
- Geo Sampling | 37.9 35.9 36.7 38.5 34.1 35.0 33.5 36.0
- MLWIKIQA |[112 72 102 175 79 85 44 9.6

Table 5: Ablation studies by removing one compo-
nent of our method, at 100K data scale.

sages. However, the result on questions relying
on cross-lingual passage retrieval declines, reduc-
ing the overall results. This is further evidenced
by retrieval results RM @100, where the accuracy
of finding evidence in any language (e.g., English
and in-language) drops, with additional support
from the cross-lingual passage retrieval results.

Data filtering improves data quality. By using
the raw synthetic data from LLMs without any
quality control, the performance suffers in every
examined language except Telugu. We suspect
that the NLI model is deficient in this language.

Geometry sampling improves long-answer gen-
eration. Sampling data according to geometry
distribution over answer length leads to a 0.9%
gain on average. In languages that contain a signif-
icant number of long answers (i.e., ar, fi, ja, ru),
geometry sampling shows gains of up to 2.7%.
Conversely, in bn, and ko, where short answers
dominate, random sampling is usually better.

Pre-training is crucial. We observe extremely
poor results in all languages without pre-training
on our MLWIKIQA, primarily due to the model’s
low retrieval accuracy in identifying relevant pas-
sages. We believe pre-training enables the model
to achieve good initial retrieval accuracy, which is
essential in the subsequent fine-tuning process.

3.7 Training Data Scaling

Performance improves with more synthetic
data. To investigate the effect of our data scale
on models, we train FSMODQA on subsets rang-
ing from 0.05M to the entire 1.7M QA pairs, Re-
sults on each language and the average perfor-
mance are shown in Figure 4. As the data size in-
creases, FSMODQA shows enhanced average per-
formance up to the 0.6M data scale and gradually
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Figure 4: Performance when trained with different
sizes of our synthetic data.
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Figure 5: Results when trained with varying sizes
of supervised data. The average together with the
best and worst languages are reported.

decreases afterward. We observe that as data size
increases, the proportion of examples with short
answers increases (78.4% — 95.3%), and the re-
sult on long-answer examples drops from 18.0%
to 15.1%, indicating overfitting to short answers.

Few-shot prompting is superior to direct fine-
tuning and benefits from more supervised data.
In Table 5, we show that directly fine-tuning on the
5-shot examples is beneficial (28.6% — 33.5%)
but remains inferior to our few-shot method. When
increasing the size of supervised data, both meth-
ods achieve consistent improvements although the
performance gap narrows. With full-sized training
data, FSMODQA surpasses CLASS (43.0% v.s.
41.6%), achieving new state-of-the-art results. See
Appendix Table 19 for results in each language.

3.8 Zero-shot Prompting Strategies

We compare our few-shot prompting strategy with
two zero-shot cross-lingual prompting methods
in §2.2.1. 1In English-Prompting, we consider
NQ training data and TYD1 QA English train-
ing data as prompting sources, respectively. In
Multilingual-Prompting, we use 5-shot examples
from all languages in XOR-TYDI QA (i.e., those
used in our few-shot setting) for prompting. When



| At Bn Fi Ja Ko Ru Te Avg

FSMODQA—EN‘30.7 30.2 31.0 243 262 29.6 28.5 28.6

FSMoDQA 41.7 34.7 38.7 394 34.7 35.0 335 36.8
NQ-En 38.8 33.9 40.1 33.0 33.0 349 343 354
TYDI-En 39.1 344 41.2 356 319 346 36.0 36.1
XOR-TYDI-* | 42,5 339 403 379 33.7 34.6 343 36.7

Table 6: XOR-Full performance comparison when
using zero-shot prompting strategies for synthetic
data generation, at 100K scale.

| Ar ' Bn Fi Ja Ko Ru Te Avg
‘30.7 30.2 31.0 24.3 26.2 29.6 28.5 28.6

FSMoODQA-EN

+ Fine-tuning 36.8 30.7 35.5 29.1 28.6 30.4 294 31.5
+ Translate-train |31.5 31.2 29.9 26.5 28.8 27.7 31.5 29.6
+ English-prompt | 39.1 34.4 41.2 35.6 31.9 34.6 36.0 36.1
+ All 41.9 36.2 43.0 37.3 33.7 37.0 37.4 38.1

Table 7: Result comparison on XOR-Full for dif-
ferent means of using TYDI-En data.

generating synthetic data for each target language,
we exclude its 5-shot examples from the prompt-
ing source. We compare the success rate of gen-
erating valid examples using different prompting
strategies in Appendix Table 18, with few-shot
prompting achieving the highest rate and English-
Prompting with NQ yielding the lowest rate.

Zero-shot prompting is comparable to few-shot
prompting. Table 6 shows that all three zero-
shot prompting variants achieve consistent im-
provements over FSMODQA-EN with up to 8.1%
gains, highlighting the versatility of our method
in zero-shot language adaptation. Prompting with
English datasets created with the same guide-
lines achieves better results (TYDI-En v.s. NQ-
En), and using multilingual examples for prompt-
ing (i.e., XOR-TYDI-*) is comparable to FS-
MODQA. Specifically, the diversity and QA styles
in prompts are more important for fi and te,
while for other languages, employing in-language
prompts usually leads to the best performance.

English-prompting is the best way of using
English data and is complementary to exist-
ing methods. We compare three different ways
of using TYD1 QA English data for zero-shot
learning, direct English fine-tuning, fine-tuning on
machine-translated data from English, and English
Prompting. Table 7 shows the benefits of all three
methods, with our English-Prompting approach
yielding the best results in all languages. Addi-
tionally, combining data from all three methods
results in improvements over any of them when

Medium Low

Zh Fa Hi

\ High

MIRACL

| De Es Fr Id Sw Th Yo Avg.

FSMODQA [36.7 40.5 36.5 43.2 43.7 42.6 43.2 50.2 60.4 60.2 45.7

+MT 41.3 41.8 37.1 41.7 40.7 42.4 44.1 50.7 60.5 23.9 424
+ Adapt  |38.8 41.6 38.6 47.0 47.7 45.9 44.2 62.3 66.6 78.3 51.1
| High Medium Low
MKQA
‘ De Es Fr Zh He PI Tr Vi Km Th Avg.

FSMODQA [33.3 38.5 34.8 85 19.5 184 249 99 7.5 15.1 21.0
+MT 42.6 41.6 41.2 12.8 32.1 29.5 39.9 39.5 13.8 22.1 31.5
+ Adapt  |42.1 42.1 43.0 12.0 27.4 39.7 40.4 40.4 13.3 22.7 32.3

Table 8: Zero-shot adaptation to unseen languages
in monolingual retrieval (nDCG@10) and multi-
lingual open-domain QA (F1).

used independently, and matches the performance
of our few-shot setting.

4 Zero-shot Language Adaptation

In this section, we extend the zero-shot prompting
strategy in §2.2.1 to adapt FSMODQA to a wide
range of new languages using English data.

Datasets and Baselines. We consider super-
vised data from NQ as sources. In MIRACL,
we select ten languages unseen by FSMODQA
for monolingual retrieval adaptation. In MKQA,
we choose eight unseen languages with high,
medium, and low resources for multilingual open-
domain QA. We compare the adapted model with
FSMoODQA and the translate-train baseline (MT).
Synthetic QAs are generated from Wikipedia para-
graphs for each language using 5-shot prompts
randomly sampled from NQ. We employ Google
Translate to translate NQ into each target lan-
guage for MT. For both methods, we fine-tune FS-
MOoDQA for 3K steps while keeping other hyper-
parameters unchanged. Note that models are cre-
ated per language in this experiment.

Monolingual Retrieval Adaptation. As shown
in the upper part of Table 8, the zero-shot adap-
tation significantly improves FSMODQA’s mono-
lingual retrieval results by an average of 5.4%
across ten unseen languages. These improvements
are particularly pronounced in low-resource lan-
guages (i.e., th, yo, sw), whereas the MT baseline
results in notable declines both in these languages
(e.g.,-36.3% in yo) and overall (-3.3%). Note
that MIRACL was created by native speakers from
texts in the target languages, which aligns with our
data generation process. This explains the consis-
tent gains achieved by our method and shows its
superiority to translation-based approaches.



Multilingual Open-domain QA Adaptation.
As shown in the bottom of Table 8, the adaptation
effectively enhances multilingual open-domain
QA performance across seven languages, achiev-
ing an average improvement of 11.3%. MT-based
approaches yield results comparable to our adap-
tation, which is expected since MKQA was trans-
lated from NQ and the machined-translated data
share the same topic distributions (i.e., American-
centric). In contrast, our method generates data
from Wikipedia texts written in target languages to
simulate how native speakers ask questions, which
is more common for real-world scenarios.

5 Related Work

Pre-training for Open-domain QA. Open-
domain QA requires retrieving relevant passages
and extracting answers from them. This necessity
has driven various methods that jointly train re-
trievers and readers. REALM (Guu et al., 2020),
RAG (Lewis et al., 2020), EMDR?2 (Sachan et al.,
2021), YONO (Lee et al., 2022), ReAtt (Jiang
et al., 2022), and Atlas (Izacard et al., 2024)
first pre-train retrievers or initialise from pre-
trained (Izacard et al., 2022) and fine-tuned re-
trievers. Subsequently, both components are fine-
tuned jointly: the reader is trained using an an-
swer generation loss, and the retriever is trained
to promote passages that increase the likelihood
of generating correct answers. Recently, this joint
training mechanism has been adapted for multilin-
gual open-domain QA (Jiang et al., 2024), where
retrievers are initially trained by learning from En-
glish teachers using multilingual parallel data, fol-
lowed by a joint training stage with query-answer
pairs generated by LLMs. Our approach follows
this joint training paradigm for model pre-training
but differs significantly. We use WikiData as a
source to generate more informative natural ques-
tions and answers. Additionally, our pre-training
method is more efficient by eliminating knowl-
edge distillation from English models.

LLMs for Few-shot Data Generation. Prompt-
ing LLMs to generate synthetic data has been
widely adopted to improve the performance of
retrieval and QA tasks. UPR (Sachan et al.,,
2022) and InPars (Bonifacio et al., 2022) use zero-
shot or few-shot prompting for passage rerank-
ing. PROMPTAGATOR (Dai et al.,, 2023) and
SWIM-X (Thakur et al., 2023) prompt LLMs with
few-shot examples to generate massive synthetic

queries, either in English or in multiple languages,
for retriever fine-tuning. Gecko (Lee et al., 2024)
prompts LLMs to generate synthetic instructions
and queries from Web documents and create high-
quality labels for retriever fine-tuning. Beyond
retrieval, LLMs are employed to generate QA
data, where QAMELEON (Agrawal et al., 2023)
prompts a 540B LLM to generate multilingual QA
pairs from only five examples. Nevertheless, these
methods primarily focus on retrieval tasks and the
more narrowly defined machine reading compre-
hension tasks. In our work, we rigorously in-
vestigate how LLMs can improve the more chal-
lenging multilingual open-domain QA tasks under
few-shot settings. In addition, we explore zero-
shot prompting, demonstrating that cross-lingual
prompting using English data or limited multilin-
gual data from held-out languages can yield results
comparable to few-shot prompting, and we show
this technique can also be leveraged for effective
zero-shot language adaptation.

6 Conclusion and Limitation

In this work, we propose FSMODQA, a few-shot
learning approach for multilingual open-domain
retrieval tasks. We present a novel self-supervised
pre-training framework that exploits WikiData to
effectively initialise both multilingual retrieval and
QA capabilities. This process is followed by few-
shot synthetic multilingual QA generation from
LLMs using only five human-annotated examples.
We demonstrate that the resulting model achieves
competitive multilingual retrieval and QA per-
formance through fine-tuning on the high-quality
synthetic data. We further show that this few-
shot approach generalises to zero-shot settings that
only require English-supervised data. This mech-
anism serves as an effective approach for language
adaptation, enabling the adapted model to achieve
both boosted retrieval and end-to-end QA perfor-
mance across fifteen previously unseen languages.

This work uses LLMs for synthetic data gener-
ation, which may propagate undesirable biases to
generated data. We believe such biases will not
be amplified as we sample prompts from XOR-
TyYDI QA, a dataset annotated with strict guide-
lines. Our preliminary safety analysis also reveals
that only less than 1% data contains potentially
harmful queries, as identified by Llama-Guard-2.


https://huggingface.co/meta-llama/Meta-Llama-Guard-2-8B
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Property ID | Description

Property ID | Description

P264 record label P175 performer

P176 manufacturer P112 founded by

P127 owned by P840 narrative location
P495 country of origin P20 place of death

P407 language of work or name P582 end time

P69 educated at P159 headquarters location
P740 location of formation P17 country

P136 genre P800 notable work

P36 capital P570 date of death

P190 twinned administrative body P4552 mountain range

Po15 filming location P3086 speed limit

P84 architect P2046 area

P569 date of birth P86 composer

P515 phase of matter P2048 height

P40 child P580 start time

P828 has cause P50 author

P2067 mass 108 employer

P170 creator P2049 width

P364 original language of film or TV show P277 programmed in

P276 location P413 position played on team / speciality
P131 located in the administrative territorial entity P26 spouse

P106 occupation P607 conflict

P942 theme music P571 inception

P6 head of government P19 place of birth

P1830 owner of P61 discoverer or inventor

Table 9: List of English properties used for generating MLWIKIQA. Note that we do not generate data
for a property if it does not exist in the Wikidata of target languages.

System:

You are a powerful question generator that generates natural and fluent questions from Wikidata triples.

User:

Rewrite this triplet "(7 "V — -2 v v 7 A, HAH, ™ 1=~ 7)" into three questions in natural Japanese whose answer is

"r) 4 =~ 7" The questions should be diverse and the verbs used should be different. The generated questions should be
separated by "\n".
System:

F)— - Py v 20T ZTTR?
T — Py vy s AFeITEINELEN
T = P vy 7 AWEENEHIER &V ) BEITT

System:

You are a powerful question generator that generates natural and fluent questions from Wikidata triples.

User:

Rewrite this triplet "(L 7> % — - 757, finkEAT, @2 K>)" into three questions in natural Japanese whose answer is

"yes". The questions should be diverse and the verbs used should be different. All elements in the triplet should be included
in the question. The generated questions should be separated by "\n".
System:

L7Y¥— 7571 3my ROTRRINELLED?
OV RIUIEILTY T — - 75 TORERBITTTH?
L7 5= 757D my R TITbN=OTTh?

Table 10: Examples of using ChatGPT to generate questions from triples. We use the same prompt as Yes
questions to generate No ones by sampling perturbed triples. Highlighted texts indicate system outputs.

Triple: (fRAMHAENE, JEH, T7 25 4> - sX—L - 7 4L %)
Question: &P AL AWRRFMERIIPEZ G FH T e hoNTHE T2
Answer: T 7 AY A2 « X—)L + AL A

Triple: CRHAKTEKIC X 28 /Jf6RE, [N, WEH—HF /1RGN HH0O
Question: DB/ ek S Lz kEam T2
Answer: &8 — [T TIFEEM EHT

Triple: (Me%C, JEIA, MedHiZ)
Question: BMIEZBIZHL TN E LT, FICAMETFOSNETN?
Answer: [ (5

Triple: (SEIMJ%, JEIH, © ¥ 3> CRZIE)
Question: il WHEIMIFIC DAL HT B DH
Answer: © ¥ 2 2 CRZIE

Table 11: An example of prompting Gemma-7B to generate questions with ICL examples from ChatGPT.
Highlighted texts indicate system outputs.



Document: 7 7\« A3 AF. b —BNICEARATR TR ODOEAOHGEFRE EALINTWET., Ho1T1I6F0EF [HEiH
PHIEL 2GS AT L EFHIY AT Lo T APAEEZHEMIET LTI ZLONmEHRLEVI 4 LY T+ 7uh7_5f~
JEHEREL £ L7z SNSOMANIRESHRO AAL LICHIRC [Z0ERZ LR RLMESZDD L% b X ICIHFRTHIEnT
&% ¢l

Question: BARFFOIEMEH1LHE 2 = Answer: 7Y L+ A3 A

Document: /\ﬂm%é Tmr E. 1936F5H3H ORMEFE T, 6083/ H386aREE T L £ L7z HloT. HAERENT T AL TR

FHENOLELK OB EEEL . 2FRFOH/EEL 4> - TL L7 52 AHOULEREM B L UZOBERFT 200 T AL i
L/ ?ﬂmfm/\ﬂm})é 7a> b NEIE 20 A2 EHKE. 1BADT T 4 #w TR E . 2D 2 TFIMEE THRS N TH Y
(HEFREOBMBIIVEEATLR)  HlOBADLTHENEENTOE L (U 7520 AT MEMRET L2 TE EHATL

=) .

Question: 7 7 > ATIIW O S CHFER KE 3 FET 5 2 => Answer: 1936553 H

Document: /N> ) —FEENIHAT —o v XICEEL 28 EET. Pty 520021 TEEL £ L7z (10005EH> 5 19464E £ T, 19184Eh>
S1920EZ ML) o 2 7 ) —=AEIFH1000FEIC T AT L TLATRADOELEAT 4 =72 1kl . ) ANHEEE L THERREL .
WOZHE (T —L o $— R FHl) 13300FIC b/~ > TFEEREL £ L7,

Question: /> 77 ) — FEII A ERTEIE L 72 2 => Answer: 10004E 05 19464F £ T, 19184 h> 5 19204E % [ <

Document: 77> k ¥ ¥ L EE NI ¢ ICHCIREHIHREEZHS . T2+ KL 2 WEZ# L DRATH 2 NS X > THA R L
ftam O £ Lz, RIS, FARL A2 OEOH L TS EREO e ZENR O 5 22 EICE S KHIOHERTIZ. FRL F 2 e JFETILA
FreINThWET, =20, &mﬁﬁﬁ'ﬁiﬁ'?ﬁb TP ET. a7 4 —XnENH L 7’”7"’)%#“111?@3:9:?)‘5[’)7]”) FL
Joo IOHACICIREEESC~T7 7 ) — L coBliTe FENR L bNTW E L7z 20214FIC hzu'?\%—,m(é;ﬂ,%ﬁimw “HIC K HHfFETIR. -
AL A VITHEATEL G e EeffimlronE L.

Question: +RL 2 WFLA DL T ) TDHH? => Answer: no

Document: 7 1 ') &> DIBVEFELND & IS TW XS 1 [HEHLO MBI RARTHE I TT. | BIRFMN) | B&T
[FHOBU ZHES S HEALHES T it%mﬁHa@?ﬂﬂi%f‘ii‘é’%iﬁ@%%ﬂ?ﬁéhi’dko FHOME L UFO B LTl =%

. ERCIER L LICKEICEF SN X T, ARMECBUGIHEN O THICFANREIIRDSh XA
Question: 7 4 ) &2 IBEHEZ JEH) & LTy % 2 => Answer: yes

Table 12: Complete prompt for few-shot question answer generation from passages in target language.

Document: Adam Smith is considered the first theorist of what we commonly refer to as capitalism. His 1776 work, An Inquiry into the Nature and Causes
of the Wealth of Nations, theorized that within a given stable system of commerce and evaluation, individuals would respond to the incentive of earning more
by specializing their production. These individuals would naturally, without specific state intervention, "direct ... that industry in such a manner as its produce
may be of the greatest value."

Question: English: Who are the proponents of capitalism“’ => Japanese: BN D IEIH# 135

Answer: English: Adam Smith => Japanese: 77 ¥ s - A

Document: The Popular Front won the general election of 3 May 1936, with 386 seats out of 608. For the first time, the Socialists won more seats than the
Radical-Socialists, and the Socialist leader Léon Blum became the first Socialist Prime Minister of France as well as the first Jew to hold that office. The first
Popular Front cabinet consisted of 20 Socialists, 13 Radical-Socialists and two Socialist Republicans (there were no Communist Ministers) and, for the first
time, included three women (women were not able to vote in France at that time).

Question: English: Since when does France have a Minister of Women’s Rights? => Japanese: 7 5 > ATl 2 b S MEFERI KB EET 5 2
Answer: English: 3 May 1936 => Japanese: 1936 £ 5 H 3 H

Document: The Kingdom of Hungary was a monarchy in Central Europe that existed from the Middle Ages into the twentieth century (1000-1946 with the
exception of 1918-1920). The Principality of Hungary emerged as a Christian kingdom upon the coronation of the first king Stephen I at Esztergom in about
the year 1000; his family (the Arpad dynasty) led the monarchy for 300 years.

Question: English: How many years did the Kingdom of Hungary exist? => Japanese: /> 77 ') — FEIX [ FRI{#{E L 7=

Answer: English: 1000 — 1946 with the exception of 1918-1920 => Japanese: 10004E1>5 19465 T, 19185 h* 5 19204 % 4 <

Document: Antommarchi and the British wrote separate autopsy reports, each concluding that Napoleon had died of internal bleeding caused by stomach
cancer, the disease that had killed his father. A later theory, based on high concentrations of arsenic found in samples of Napoleon’s hair, held that Napoleon
had died of arsenic poisoning. However, subsequent studies also found high concentrations of arsenic in hair samples from Napoleon’s childhood and from
his son and Joséphine. Arsenic was widely used in medicines and products such as hair creams in the 19th century. A 2021 study by an international team of
gastrointestinal pathologists concluded that Napoleon died of stomach cancer.

Question: English: Did Napoleon die because of malaria? => Japanese: + KL 4> hFLA 2DIE 7 T ) 7O H ? Answer: English: no => Japanese: no

Document: The 1987 Constitution of the Philippines declares: The separation of Church and State shall be inviolable. (Article II, Section 6), and, No law shall
be made respecting an establishment of religion, or prohibiting the free exercise thereof. The free exercise and enjoyment of religious profession and worship,
without discrimination or preference, shall forever be allowed. No religious test shall be required for the exercise of civil or political rights.

Question: English: Does the Philippines follow the principle of separation of church and state?=> Japanese: 7 4 ') &2 |IRE M HEZEH] & L T\ 5 2
Answer: English: yes => Japanese: yes

Table 13: Complete prompt for few-shot cross-lingual question answer generation from English passages.



English Document: Lindzen was born on February 8, 1940 in Webster, Massachusetts.[ 1] His father, a shoemaker, had fled Hitler’s Germany with his mother.
He moved to the Bronx soon after his birth and grew up in a Jewish household in a predominantly Catholic neighborhood there.[3][5] Lindzen attended
the Bronx High School of Science (winning Regents’ and National Merit Scholarships), Rensselaer Polytechnic Institute,and Harvard University.[6] From
Harvard, he received an A.B. in physics in 1960, followed by an S.M. in applied mathematics in 1961 and a PhD in applied mathematics in 1964. His doctoral
thesis, Radiative and photochemical processes in strato- and mesospheric dynamics,|[7] concerned the interactions of ozone photochemistry, radiative transfer,
and dynamics in the middle atmosphere.

English Question: Where was Richard Siegmund Lindzen born? => English Answer: Webster, Massachusetts

English Document: On 30 September 2011, Justice Johnson Lam of the Court of First Instance of the High Court (CFI) ruled in Vallejos’ case that existing
legislation restricting FDHs from qualifying for permanent residence contravened the Hong Kong Basic Law. Lam also found that Vallejos and Domingo, but
not the three other applicants, had fulfilled the condition of taking Hong Kong as their only permanent home and being ordinarily resident in Hong Kong for
seven years. The Court of Appeal of the High Court overturned the CFI’s decision on Vallejos’ case on 28 March 2012. Vallejos and Domingo then jointly
appealed to the Court of Final Appeal (CFA), which heard their case on 26-28 February 2013; the CFA rejected their appeal on 25 March 2013.

English Question: Who was the judge in the case of Vallejos and Domingo v. Commissioner of Registration? => English Answer: Justice Johnson Lam

English Document: Human dissections were carried out by the Greek physicians Herophilus of Chalcedon and Erasistratus of Chios in the early part of the
third century BC.[7] During this period, the first exploration into full human anatomy was performed rather than a base knowledge gained from ’problem-
solution’ delving.[8] While there was a deep taboo in Greek culture concerning human dissection, there was at the time a strong push by the Ptolemaic
government to build Alexandria into a hub of scientific study.[8] For a time, Roman law forbade dissection and autopsy of the human body,[9] so physicians
had to use other cadavers. Galen, for example, dissected the Barbary macaque and other primates, assuming their anatomy was basically the same as that of
humans.[10][11][12]

English Question: Who first performed human dissection? => English Answer: Herophilus of Chalcedon and Erasistratus of Chios

English Document: On 16 March 1915, Watson gained his Royal Aero Club Certificate No. 1,117 (equivalent of a pilot’s licence) with the London and
Provincial School at the London Aerodrome, Hendon, having sought a commission with the Royal Naval Air Service with the outbreak of war in 1914.[6]
Sadly, on 30 June 1915 he lost his life when the Caudron G.3 aeroplane he was flying disintegrated in flight and crashed in Dunlye field, a few miles from the
Cross-in-Hand Hotel, Sussex. Watson is buried in Dundee’s Western Cemetery.[2]

English Question: Where is Preston Albert Watson buried? => English Answer: Dundee’s Western Cemetery

English Document: A paywall is a method of restricting access to content via a paid subscription.[1][2] Beginning in the mid-2010s, newspapers started
implementing paywalls on their websites as a way to increase revenue after years of decline in paid print readership and advertising revenue.[3] In academics,
research papers are often subject to a paywall and are available via academic libraries that subscribe.[4][5]

English Question: What is a paywall? => English Answer: a method of restricting access to content via a paid subscription

Japanese Document: € > B —#RILIFI815F6H29HIC. T —v v X587 AU HANIC &> TERTIN. 7 I 3TMICHET 2 DIEio 2
etz ORI EIL A X ) ANDFHTH Y . X=Y =7 P a =Y TINBEXUmAR I A FMpokTnz, 7yn—"- 27—
I AR - VI DFELREEL R - A=270 (T4 )T L =T =R EBIFIINS) b ) — ZEKE (18134E-18144F)
PETIOHIUC AN . 7520 F—=> 32 %) LIFfz, LyR - A=701F7 ) =T —m vy Y AolilZEFWTE Y . BFETH 5 WG
ZERECEOHBEHEICE /. 7)) — 7EBEOKRFIE. 180ENRICT IS A2 T4 T VN (BIEDOF 7 Sh<M) ICBEIESh
= ZORICASTE2T—m v i 7 4 ) 7 NF. TGESSEEZEN T 5 THIZIRE L 2RICGEZEBAL 7=.

Japanese Question: € > B —#RIIV D7 2 N F L /= h? => Japanese Answer: 18154F6 H29H

Table 14: An example for zero-shot English Prompting. Highlighted texts indicate system outputs.



Finnish Document: Tel Avivissa asuu 467 875 ihmisti, jotka jakautuvat 52 000 dunamin (52 km?; 20 nelidmailia) suuruiselle alueelle, miki tuottaa véestotihey-
den 7 606 ihmisti neliokilometrilld (19 699 neliomaililla). Israelin keskusviraston (CBS) mukaan vuoteen 2009 mennessi Tel Avivin viestd kasvaa vuosittain
0,5 prosentilla. Kaikkien taustojen juutalaiset muodostavat 91,8 prosenttia viestostd, muslimit ja arabikristityt 4,2 prosenttia ja loput kuuluvat muihin ryhmiin
(mukaan lukien eri kristilliset ja aasialaiset yhteisot). Koska Tel Aviv on monikulttuurinen kaupunki, sielld puhutaan monia kielid heprean lisiksi. Joissakin
arvioissa noin 50 000 rekisterdimatonté afrikkalaista ja aasialaista ulkomaalaistyontekijdd asuu kaupungissa. Verrattuna lédnsimaisiin kaupunkeihin, rikollisuus
Tel Avivissa on suhteellisen vihdista.

Finnish Question: Onko Tel Aviv monikulttuurinen maa? => Finnish Answer: no

Russian Document: Bo Bpemsa soiiabl B Boopyxkennbix Cunax Coenunennbix IlltaTos ciayzkuio 6osee 16 MUIJIMOHOB amepu-
KaHIEeB, n3 KoTopbix 405 399 morubau B 6oro, a 671 278 6bin panenbl. Takxke 6b10 130 201 aMepUKaHCKUX BOEHHOIJIEHHBIX,
u3 Koropbix 116 129 Bepuysuch nomoil nociie Boitnbl. KiioueBbIMU rpaykJaHCKUMU COBETHUKAMU Ipe3uzeHTa Py3sesnbra 6blin
muHucTp BoiHbl 'enpu JI. CTUMCOH, KOTOPBI MOOGHJIN30BaJ INPOMBIIIJIEHHOCTh U IEHTPBI [IPU3BbIBA JJisd OOeCIedYeHHs] apMUH,
KOMaH/I0BaHHOMU rexepajioM JIxxkopazkem MapinasiioM, 1 BoeHHO-BO3AyIIHBIX CHUJI 110 KOMAH/IOBaHUEM I'eHepaJia Xana ApHOJIb-
na. Boenno-mopckoii ¢ior, BO3riiaBiasieMblii MUHHCTPOM BOeHHO-MoOpcKoro duora Ppsukom Hokcom u ammupasiom DpHecTOM
Kunrom, okazaJscs 6osiee aBroHOMHBIM. OGII[e IPUOPUTETHI yCTaHABIUBAI Py3BeJbT.

Russian Question: CKOJIBKO aME@pUKAHCKUX COJIIAT y4acTBOBaJO BO Bropoii Muposoii Boitne? => Russian Answer: 16 Mu/1InoHOB

Bengali Document: ATSF(EIR & SRATN BT AT FTTA-(ET3 e 2ffs [ fogem, o7 wfers gxiee s
Sves (S| (1 SIE @ W13 [&dl W T 6 (A QA SN B NEHA SN e w9
Wﬁwﬁwm\mﬁﬁw\www g T3 o8t JeTaE e fogr ot | i SR
oo A Beifels e, g o e @ | srey ANER 214%, @ @R P ¢ o1$+ F A2e=ma
Wﬁﬁm@wmmwwwqqumwmm WWWWW%W%‘@@W
TORET | Sbvo AE 2 HoAfEFT rGoMe SR TRICE WA A, N2 AEFal ArG7e 2S20T oo
N Rvew 230 ofe |

Bengali Question: T W TRoATATeTRI 269 2N (APIes & Qe 2 -> Bengali Answer: R[N o

Arabic Document: 1355 9 ¢ 9SS 1% 93 (5 0y 13 paal(y 1ALa3A 3.0 50 Wadha & 12 51842 gl yoilly IAILA B, Blalp 11,82 1la yI824 115Lowd
Ml gy Jadils. B YE Bupls 5 148N SAdecs WA 583 1DALLE gy A ,33 1Y o, JLedild ooy 1Iih 5 B, IIadle Baldy &0 9las Uuday)y 9&oilsa
Blecy silag , Bakale 11ille, 113, Yo sda Wi 5 a0 100dl 902 Wad glied Blech amesed 1agad F-¥V a0y Wity 9p 9Swuy 1uBle a3, gilag s

[BYEY RPN 333.&@& 1o 98 S 3 pI0 Wad g 1auld 55, i._u'alL 3‘; YE Auyla i Bleci 132,82 |‘Yj!u w134 ,384 lzijJu Jlodls sUZal 90 A 32,824
1Y 935 0y 102yl aldas 5 1 gl 5 102 51842 93 9 jaligl 13GL1a2 JLa (B2 1 1844 auldwd gladi ().
Arabic Question: »la g lue 19 idadd o HI344 32 b JLa 5 91¥0 S8 => Arabic Answer:  glag Wulbo(y

Korean Document: 25| 2~-%8 F BRI A7 H 29 197k} E 729 T B ¥l dFUTh 1941 do HE2EF /EH] THETfA L Ho|
o

¥)o] 87 A 35 Aado] AdH AL T o BN Hn DS FYol UAISLS. 2 A Al 3 ol 4 AZ B of 1250
S (S 0N £ 420 % A8 5 AR A0S ohel G EolA ot SHER L, ol 190 S A e

2 gl OE‘A‘,}"I/]E}—

Korean Question: M| Aol Al 748 2 £8] o 1] R WA A= F91¢17}? => Korean Answer: 21| A-H E v 38 gjwl

Japanese Document: BRI KO JHEK & L T>2 W iR iﬁﬁltﬁﬁﬁ SENTEIRNE Rl (18 L oo =—2 KT 5. 2 SeollEnic
RALME NIREZICRIET 2. BRidas LR AcC B LI lid P Ic A% 2 e Td 5. Nudiiicrh <13 e st nbaE L o7z
ORI T 5. AR RO RIEREFIC 5 L\’Zé?ﬁﬁm TR L MR AR T 2 RIERICTH 5. MR ik ¢
EHFEDNZ 1X. MRS X BABOBEHEN ZHIEL Y L L A R L MRS T 2 RBIEEFIC X > THIEFRRIINTV 5. AR LT,
PUEPIEREIC & Y S EEE IR LS N7z RIC R - T MiiFOEFITEITL 9 5

Japanese Question: MR R DR —#% 1 7 JE K 1L ] 72 => Japanese Answer: fifi 7RERR & BEIE I 1L BRI ERGHfIC &L 2o =—%
KT 5.

Table 15: An example for zero-shot Multilingual Prompting. Highlighted texts indicate system outputs.

Question: {Example question #1}
Answer: {Example answer #1}

Question: {Example question #5}
Answer: {Example answer #5}

Passage #1 Title: {Passage #1 Title}
Passage #1 Text: {Passage #1 Text}

Passage #N Title: {Passage #N Title}
Passage #N Text: {Passage #N Text}

Task description: predict the {Test Question Language} answer to the following question. The answer should be a
minimal span extracted from the document. You should only output the answer.

Question: {Test question}
Answer:

Table 16: Prompt template for few-shot multilingual QA with LLMs.



\ MLWIKIQA \ FSMLQA
‘ #Q-A Paris  Question Length ~ Answer Length ‘ #Q-A Paris  Question Length ~ Answer Length

Arabic 1,803,765 7.00+2.13 1.65+034 80,575 8.20+2386 1.57+130
Bengali 407,496 6.1341.80 1.654035 127,562 8.97 12,99 1.6341.44
English 7,963,985 7.954254 1.78+ 101 — —

Finnish 2,135,790 6.02+175 1.3240.64 270,627 5.8312.09 1.3840.90
Japanese 2,735,635 14.74 4357 3574173 143,265 10.1942.18 3.9614.69
Korean 1,018,348 5464178 1.55+080 192,002 5724529 1424092
Russian 2,561,925 6.9415 17 1.70+1.10 792,914 7.34 1264 1.444 103
Telugu 108,215 5.6041.84 1.50+0.74 139,211 6.48+243 1.494117

Table 17: Dataset statistics of our pre-training data MLWIKIQA and few-shot synthetic data FSMLQA
in each language.

Prompting Strategy Ar Bn Fi Ja Ko Ru Te Avg.
FSMoDQA 5.9% 139% 169% 17% 214% 154% 132% | 13.4%
NQ-En 3.4% 8.8% 8.2% 1.2% 8.3% 5.9% 4.2% 5.3%
TyDI1-En 5.0% 13.6% 128% 19% 17.0% 6.3% 5.9% 7.0%
XOR-TYDI-* 102% 14.6% 142% 2.5% 22.7% 9.1% 10.7% 9.8%

Table 18: Success Rate of synthetic data generation across seven languages with different prompting
strategies. Success Rate = valid examples after data filtering / total examples (i.e., # Documents)

F1 ‘ Macro Average

Method

Ar Bn Fi Ja Ko Ru Te ‘ F1 EM BLEU
5-shot
FsMoDQA-EN 35.6 327 355 351 302 336 318 | 335 238 23.0
FSMoDQA 413 354 396 415 350 382 363 | 382 279 24.4
16-shot
FSMODQA-EN 383 310 394 383 352 349 346 | 359 26.1 24.1
FSMoDQA 42.0 356 414 417 353 392 40.0 | 393 293 26.6
32-shot
FSMODQA-EN 424 312 408 38.1 33.0 379 349 | 369 263 25.5
FsMoDQA 436 356 422 425 341 386 37.0 | 39.1 28.8 26.6
128-shot
FSMODQA-EN 42.0 28.8 417 403 34.6 347 360 | 369 27.0 25.2
FSMODQA 453 328 443 438 340 399 421 | 403 305 27.4
1024-shot
FSMoDQA-EN 45.0 30.8 451 392 341 39.1 375 | 387 29.3 26.5
FSMoDQA 475 337 46.7 414 359 40.2 40.1 | 40.8 31.3 27.9
Sfull
FSMODQA-EN 489 333 477 429 39.6 400 417 | 420 327 28.5
FSMoDQA 50.8 333 478 45.0 389 42.0 431 | 43.0 334 29.6

Table 19: Detailed results in each language when trained with varying sizes of supervised data.



